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#### Abstract

We study the minimal number $n(\varepsilon, d)$ of information evaluations needed to compute a worst case $\varepsilon$-approximation of a linear multivariate problem. This problem is defined over a weighted Hilbert space of functions $f$ of $d$ variables. One information evaluation of $f$ is defined as the evaluation of a linear continuous functional or the value of $f$ at a given point. Tractability means that $n(\varepsilon, d)$ is bounded by a polynomial in both $\varepsilon^{-1}$ and $d$. Strong tractability means that $n(\varepsilon, d)$ is bounded by a polynomial only in $\varepsilon^{-1}$. We consider weighted reproducing kernel Hilbert spaces with finite-order weights. This means that each function of $d$ variables is a sum of functions depending only on $q^{*}$ variables, where $q^{*}$ is independent of $d$. We prove that finite-order weights imply strong tractability or tractability of linear multivariate problems, depending on a certain condition on the reproducing kernel of the space. The proof is not constructive if one uses values of $f$.
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## 1. Introduction

We study linear multivariate problems that are defined on spaces of functions of many variables. For some applications, the number of variables $d$ is large and may be even in the hundreds or thousands, as is the case for some financial applications, see [12]. We want to compute a worst case $\varepsilon$-approximation to a linear multivariate problem. Let $n(\varepsilon, d)$ be the minimal number of information evaluations that are necessary to compute such an $\varepsilon$ approximation. Since $\varepsilon^{-1}$ and $d$ may be large, we want to verify when $n(\varepsilon, d)$ depends polynomially on $\varepsilon^{-1}$ and $d$ for all $\varepsilon$ and $d$. We say that the linear multivariate problem (or more formally a sequence of linear operators defined on functions of $d$ variables, with $d=1,2, \ldots)$ is tractable if $n(\varepsilon, d)$ is bounded by a polynomial in both $\varepsilon^{-1}$ and $d$. We say that the linear multivariate problem is strongly tractable if $n(\varepsilon, d)$ is bounded by a polynomial in $\varepsilon^{-1}$, independently of $d$.

Tractability of linear multivariate problems has been intensively studied in recent years, see [7] for a survey. The main emphasis was on finding necessary and sufficient conditions on strong tractability and tractability of linear multivariate problems, as well as on algorithms that achieve strong tractability or tractability error bounds.

To explain the problem studied in this paper, we need to add that the linear multivariate problem is defined as a continuous linear operator $S_{d}$ over a space $F_{d}$ of functions of $d$ variables. The initial error is the norm of $S_{d}$ and is equal the worst case error of the zero algorithm over the unit ball of $F_{d}$. We want to improve this initial error by a factor $\varepsilon \in(0,1)$, and compute an approximation for which the worst case error is at most $\varepsilon\left\|S_{d}\right\|$. Approximations to $S_{d} f$ are obtained by computing continuous linear functionals. Usually two classes $\Lambda$ of such functionals are analyzed. The first one is $\Lambda=\Lambda^{\text {all }}$ and consists of all continuous linear functionals, and the second one is $\Lambda=\Lambda^{\text {std }}$ and consists of only function values. Obviously, the minimal number of evaluations depends on $S_{d}$ and $\Lambda$ and therefore we have $n(\varepsilon, d)=n\left(\varepsilon, S_{d}, \Lambda\right)$.

Classically studied spaces $F_{d}$ are isotropic, that is, all variables play the same role and if $f \in F_{d}$ then the function $g\left(t_{1}, t_{2}, \ldots, t_{d}\right)=f\left(t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{d}}\right)$ obtained by an arbitrary permutation $i_{1}, i_{2}, \ldots, i_{d}$ of indices $1,2, \ldots, d$ is also an element of $F_{d}$ with the same norm as $f$. For such isotropic spaces, many linear multivariate problems are intractable, and typically $n\left(\varepsilon, S_{d}, \Lambda\right)$ depends exponentially on $d$. This is often called the curse of dimensionality.

It has been observed, probably for the first time in [10], that strong tractability or tractability holds for weighted spaces $F_{d}$ in which the role of successive variables is diminishing and controlled by a sequence of weights. In [10], the multivariate integration problem has been considered over the reproducing kernel Hilbert space $F_{d}$ with the kernel

$$
K_{d}(\mathbf{t}, \mathbf{x})=\prod_{j=1}^{d}\left(1+\gamma_{j} \min \left(1-x_{j}, 1-t_{j}\right)\right) \quad \forall t_{j}, x_{j} \in[0,1] .
$$

Then multivariate integration is strongly tractable iff $\sum_{j=1}^{\infty} \gamma_{j}<\infty$, see [10] for the sufficiency and [8] for the necessity of this condition. In fact, the condition $\sum_{j=1}^{\infty} \gamma_{j}<\infty$ is often needed for strong tractability for other multivariate problems. For example, it is
a necessary and sufficient condition for the multivariate approximation problem, see [18]. This condition appears also in other spaces; see again the survey [7].

Observe that the kernel $K_{d}$ given above can be rewritten as

$$
\begin{equation*}
K_{d}(\mathbf{t}, \mathbf{x})=\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} K_{d, u}(\mathbf{t}, \mathbf{x}), \tag{1}
\end{equation*}
$$

with $\gamma_{d, u}=\prod_{j \in u} \gamma_{j}$ and $K_{d, u}(\mathbf{t}, \mathbf{x})=\prod_{j \in u} \min \left(1-t_{j}, 1-x_{j}\right)$.
It was observed in [3,9] that it is also appropriate to study tractability for kernels of the form (1) with weights $\gamma_{d, u}$ not necessarily equal to $\prod_{j \in u} \gamma_{j}$ since we can then control each group of variables indexed by the subset $u$.

For a number of problems, although the number of variables may be large, functions depend mainly on groups of few variables. This holds for functions arising in finance which often depend on groups of two or three variables, see [2,14,15]. This means that a function of $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right)$ with $d$ large or very large can be approximated well by

$$
f(\mathbf{x})=\sum_{u \subset\{1, \ldots, d\},|u| \leqslant q^{*}} f_{u}\left(\mathbf{x}_{u}\right)
$$

with a relatively small value $q^{*}$. This leads to finite-order weights, which are defined by assuming that $\gamma_{d, u}=0$ for all $d$ and for all $u$ whose cardinality $|u|$ is larger than $q^{*}$. Assuming that $q^{*}$ is the smallest integer with this property, the number $q^{*}$ is called the order.

This is the point of departure of our paper. We consider weighted Hilbert spaces with reproducing kernels of the form (1) for general and finite-order weights $\gamma_{d, u}$, and for a general kernel $K_{d, u}(\mathbf{t}, \mathbf{x})=\prod_{j \in u} K\left(t_{j}, x_{j}\right)$ for some reproducing kernel $K$, not necessarily equal to $\min (1-t, 1-x)$, defined for $t_{j}, x_{j} \in D$. That is, $H\left(K_{d, u}\right)$ is the tensor product space of $H(K)$ with active variables from the subset $u$. Usually, $D$ is assumed to be a subset of $\mathbb{R}$, and $H(K)$ is a reproducing kernel space of univariate functions. We propose a generalization by considering tensor products of spaces of $m$-variate functions. For some applications the study of $m$-variate functions as building blocks of tensor products is important. For example, the problem of integration over products of unit spheres is analyzed in [4]. The unit sphere is a subset of $\mathbb{R}^{s+1}$. Using polar coordinates this problem is equivalent to integration over products of $s$-dimensional cubes which corresponds to $m=s$. As another example, multivariate Feynman-Kac path integration is analyzed with $s$ space components in [6] and [5]. The algorithms developed in these papers are based on algorithms for multivariate approximation for the tensor products of $s$-variate problems. Again this corresponds to $m=s$.

Hence, the reproducing kernel Hilbert space $H(K)$ is a space of $m$-variate functions defined on $D \subset \mathbb{R}^{m}$, and the reproducing kernel Hilbert space $H\left(K_{d}\right)$ with the kernel of the form (1) is the space of functions which can be written as a sum of functions from the spaces $H\left(\gamma_{d, u} K_{d, u}\right)$ depending, for non-zero $\gamma_{d, u}$, on at most $|u| m$ variables. For finite-order weights with order $q^{*}$, we then have that any function from $H\left(K_{d}\right)$ is a sum of functions depending on at most $k=q^{*} m$ variables.

For many applications the domain $D$ of functions from $H(K)$ is unbounded, e.g., $D=$ $\mathbb{R}^{m}$. In this case, it is useful to introduce a non-negative weight function $\rho$ such that
$\int_{D} \rho(t) d t=1$. This function will be used as the weight in the output space in which we will measure the errors of approximations. Throughout this paper we assume that

$$
B:=\int_{D} \rho(t) K(t, t) d t<\infty .
$$

This assumption is crucial for our analysis. In particular, it implies that the approximation problem defined by $S_{1} f=\operatorname{APP}_{1} f=f \in L_{2, \rho}(D)$ for $f \in H(K)$ has the worst case complexity in the class $\Lambda^{\text {all }}$ bounded by

$$
n\left(\varepsilon, \mathrm{APP}_{1}, \Lambda^{\text {all }}\right) \leqslant B \varepsilon^{-2}
$$

Hence, the only dependence on $m$ is through $B$. In a forthcoming paper [19], using different proof techniques, we will provide tractability results even for $B=\infty$.

The results given in this paper depend also on

$$
A:=\int_{D^{2}} \rho(t) \rho(x) K(t, x) d(t, x)
$$

Obviously, $A \in[0, B]$, and it may happen that $A=0$. For example, for $D=[0,1]$ and $\rho(t)=1$, take

$$
K(t, x)=B_{2}(|t-x|)+(t-a)(x-a),
$$

where $B_{2}(x)=x^{2}-x+\frac{1}{6}$ is the Bernoulli polynomial of degree 2 , and $a \in[0,1]$. Then $A=\frac{1}{4}(1-2 a)^{2}$ and $A=0$ iff $a=\frac{1}{2}$.

It is well known that $A$ is the norm of the integration problem defined by $S_{1} f=\mathrm{INT}_{1} f=$ $\int_{D} \rho(t) f(t) d t$ in the space $H(K)$, i.e., $\left\|\mathrm{INT}_{1}\right\|=A$.

Hence, $A=0$ means that all functions from $H(K)$ have zero integrals.
We are ready to state the results obtained in this paper. Assume first that $A>0$. Then we prove, see Theorem 2, that the multivariate approximation problem defined by $S_{d} f=$ $\mathrm{APP}_{d} f=f$ for $f \in H\left(K_{d}\right)$ is strongly tractable for arbitrary finite-order weights, and

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right) \leqslant\left(\frac{B}{A}\right)^{q^{*}}\left(\frac{1}{\varepsilon}\right)^{2} \quad \text { and } \quad n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {std }}\right) \leqslant\left\lceil 4\left(\frac{B}{A}\right)^{2 q^{*}}\left(\frac{1}{\varepsilon}\right)^{4}\right\rceil
$$

We also prove that the exponential dependence on $q^{*}$ is present for some spaces and some finite-order weights. It is known that the exponent 2 at $1 / \varepsilon$ in the class $\Lambda^{\text {all }}$ cannot be improved in general, see [20]. It is an open question whether the exponent 4 in the class $\Lambda^{\text {std }}$ can be improved for an arbitrary linear multivariate problem.

For $A=0$, we prove, see again Theorem 2, that the multivariate approximation problem is tractable for arbitrary finite-order weights, and

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right)=O\left(d^{q^{*}} \varepsilon^{-2}\right) \quad \text { and } \quad n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {std }}\right)=O\left(d^{2 q^{*}} \varepsilon^{-4}\right)
$$

We also show that strong tractability does not hold for some finite-order weights, and that the dependence on $d$ is indeed of degree $q^{*}$ in the class $\Lambda^{\text {all }}$.

Similar results hold for arbitrary linear multivariate problems, assuming that $S_{d}$ is also continuous in the space $L_{2, \rho_{d}}\left(D^{d}\right)$, see (13) and (19). More specific results are presented
for multivariate integration with the same conclusion that $A>0$ implies strong tractability for the space $H\left(K_{d}\right)$ and arbitrary finite-order weights, and that $A=0$ implies tractability.

We also present certain conditions on arbitrary weights for which we obtain strong tractability or tractability of linear multivariate problems. The essence of these conditions is that they are always satisfied by finite-order weights, as well as for other weights for which $\gamma_{d, u}$ is sufficiently small if $|u|$ is large, see Theorems 3 and 4.

Finally, we want to stress that the results on $\Lambda^{\text {std }}$ are obtained by non-constructive arguments. That is, we know that there are linear algorithms for which we can achieve strong tractability or tractability error bounds but we do not know how to construct such algorithms. The construction of such algorithms will be the subject of a future paper [19].

## 2. Problem formulation

We now precisely define the linear multivariate problems that are studied in this paper. We first define the spaces for these problems. They are given as a sum of tensor products of Hilbert spaces with reproducing kernels.

For a given integer $m$, and for a Lebesgue measurable set $D \subset \mathbb{R}^{m}$, consider a weight $\rho: D \rightarrow \mathbb{R}_{+}$such that $\int_{D} \rho(t) d t=1$. Let $H(K)$ be a separable reproducing kernel Hilbert space of $m$-variate Lebesgue measurable real functions defined on $D$ with a non-zero kernel $K: D \times D \rightarrow \mathbb{R}$. We assume that

$$
\begin{equation*}
B:=\int_{D} \rho(t) K(t, t) d t<\infty . \tag{2}
\end{equation*}
$$

The assumption (2) implies that $H(K) \subset L_{2, \rho}(D)$. Indeed, for $f \in H(K)$ we have $f(t)=$ $\langle f, K(\cdot, t)\rangle_{H(K)}$ and $f^{2}(t) \leqslant\|f\|_{H(K)}^{2}\|K(\cdot, t)\|_{H(K)}^{2}$ with $\|K(\cdot, t)\|_{H(K)}^{2}=K(t, t)$. Then

$$
\begin{align*}
\|f\|_{L_{2, \rho}(D)} & :=\left(\int_{D} \rho(t) f^{2}(t) d t\right)^{1 / 2} \\
& \leqslant\|f\|_{H(K)}\left(\int_{D} \rho(t) K(t, t)\right)^{1 / 2} d t<\infty \tag{3}
\end{align*}
$$

as claimed.
We now take $d \geqslant 1$, define $D_{d}=D \times D \times \cdots \times D \subset \mathbb{R}^{d m}$, and $\rho_{d}(\mathbf{t})=\prod_{j=1}^{d} \rho\left(t_{j}\right)$ where $\mathbf{t}=\left[t_{1}, t_{2}, \ldots, t_{d}\right]$ with $t_{j} \in D$. Clearly, $\int_{D_{d}} \rho_{d}(\mathbf{t}) d \mathbf{t}=1$.

In what follows, we assume that $u$ is a subset of indices from the set $\{1,2, \ldots, d\}$. By $|u|$ we denote the cardinality of $u$. Let $\gamma=\left\{\gamma_{d, u}\right\}$ be a non-zero sequence of non-negative weights. This means that for each $d$ we have $2^{d}$ non-negative weights $\gamma_{d, u}$. As in [3,9], we say that $\gamma=\left\{\gamma_{d, u}\right\}$ are finite-order weights if there exists an integer $q$ such that

$$
\begin{equation*}
\gamma_{d, u}=0 \quad \text { for all }(d, u) \text { with }|u|>q . \tag{4}
\end{equation*}
$$

Finite-order weights $\gamma$ are of $\operatorname{order} q^{*}$ if $q^{*}$ is the smallest non-negative integer $q$ satisfying (4).

For an arbitrary sequence $\gamma$ of weights and $d \geqslant 1$, we consider the weighted reproducing kernel Hilbert space $H\left(K_{d}\right)$ of real functions defined on $D_{d}$ with the kernel

$$
\begin{equation*}
K_{d}(\mathbf{x}, \mathbf{y})=\gamma_{d, \emptyset}+\sum_{\emptyset \neq u \subset\{1,2, \ldots, d\}} \gamma_{d, u} \prod_{j \in u} K\left(x_{j}, y_{j}\right) \quad \forall \mathbf{x}, \mathbf{y} \in D_{d} . \tag{5}
\end{equation*}
$$

We now characterize functions from $H\left(K_{d}\right)$. Let $K_{d, u}(\mathbf{x}, \mathbf{y})=\prod_{j \in u} K\left(x_{j}, y_{j}\right)$ for $\mathbf{x}, \mathbf{y} \in$ $D_{d}$ denote a term in (5). Clearly, $K_{d, u}$ is the reproducing kernel of the Hilbert space $H\left(K_{d, u}\right)$ of functions $f\left(t_{1}, t_{2}, \ldots, t_{d}\right)$ defined on $D_{d}$ which do not depend on $t_{j}$ for all $j \notin u$. The space $H\left(K_{d, u}\right)$ is the tensor product space of the spaces of $m$-variate functions depending on variables with indices from the subset $u$. Here $K_{d, \emptyset}=1$ and $H\left(K_{d, \emptyset}\right)=\operatorname{span}\{1\}$.

We stress that, in general, some non-zero functions may belong to spaces $H\left(K_{d, u}\right)$ for many different subsets $u$. For example, assume that the constant function $f \equiv 1$ belongs to $H(K)$. Then this function obviously belongs to $H\left(K_{d, u}\right)$ for all $u$. Functions from $H\left(K_{d}\right)$ can be represented as a sum of functions from $H\left(K_{d, u}\right)$. That is, for $f \in H\left(K_{d}\right)$ we have

$$
\begin{equation*}
f=\sum_{u \subset\{1,2, \ldots, d\}} f_{u}=\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} f_{d, u} \quad \text { with } f_{u}=\gamma_{d, u} f_{d, u} \in H\left(K_{d, u}\right) . \tag{6}
\end{equation*}
$$

The term $f_{d, u}$ depends only on $|u| m$-variate variables indexed by the subset $u$. For finiteorder weights the last sum consists of $O\left(d^{q^{*}}\right)$ terms, where $q^{*}$ is the order of the weights, and each term depends on at most $q^{*} m$ variables.

In general, the representation (6) of $f$ is not unique, and we have

$$
\|f\|_{H\left(K_{d}\right)}^{2}=\inf \left\{\sum_{u} \gamma_{d, u}\left\|f_{d, u}\right\|_{H\left(K_{d, u}\right)}^{2}: f=\sum_{u} \gamma_{d, u} f_{d, u} \text { with } f_{d, u} \in H\left(K_{d, u}\right)\right\}
$$

see [1, p. 353].
For positive weights $\gamma_{d, u}$, the representation (6) is unique iff $1 \notin H(K)$. If $1 \notin H(K)$ then $H\left(K_{d, u}\right) \cap H\left(K_{d, v}\right)=\{0\}$ for all distinct subsets $u$ and $v$ of $\{1,2, \ldots, d\}$. The Hilbert space $H\left(K_{d}\right)$ is then the direct and orthogonal sum of Hilbert spaces $H\left(K_{d, u}\right)$ for all subsets of $u$, and for $f, g \in H\left(K_{d}\right)$ we have

$$
\begin{equation*}
\langle f, g\rangle_{H\left(K_{d}\right)}=\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u}\left\langle f_{d, u}, g_{d, u}\right\rangle_{H\left(K_{d, u}\right)} . \tag{7}
\end{equation*}
$$

Later, we will be using a simple condition guaranteeing that $1 \notin H(K)$. Namely, let

$$
\begin{equation*}
A:=\int_{D^{2}} \rho(t) \rho(x) K(t, x) d(t, x) \tag{8}
\end{equation*}
$$

Clearly $A \in[0, B]$, and the following lemma holds.
Lemma 1. Suppose that $A=0$. Then

$$
\begin{equation*}
1 \notin H(K) . \tag{9}
\end{equation*}
$$

Moreover, for every non-empty $u, v \subset\{1, \ldots, d\}$

$$
\begin{equation*}
\text { if } u \neq v \quad \text { then } \quad W_{d, u} f \equiv 0 \quad \forall f \in H\left(K_{d, v}\right) \text {, } \tag{10}
\end{equation*}
$$

where $W_{d, u}: F_{d} \rightarrow F_{d}$ is given by

$$
W_{d, u} f(\mathbf{x}):=\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d, u}(\mathbf{t}, \mathbf{x}) f(\mathbf{t}) d \mathbf{t} \quad \forall \mathbf{x} \in D_{d}
$$

Proof. The lemma follows from the already mentioned fact that $A=0$ implies $\operatorname{INT}_{1}(f)=$ 0 for any $f \in H(K)$. Then $\operatorname{INT}_{1}(1)=1 \neq 0$ yields $1 \notin H(K)$.

It is also known that $\mathrm{INT}_{1}(f)=\langle f, h\rangle_{H(K)}$ with $h(y)=\int_{D} \rho(t) K(t, y) d t$. Hence, $A=0$ implies $h \equiv 0$, i.e.,

$$
\int_{D} \rho(t) K(t, y) d t=0 \quad \forall y \in D .
$$

For $u \neq v$, let $j^{*} \in u \cup v$ and $j^{*} \notin u \cap v$. Then

$$
W_{d, u} K_{d, v}(\cdot, \mathbf{y})(\mathbf{x})=\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d, u}(\mathbf{t}, \mathbf{x}) K_{d, v}(\mathbf{t}, \mathbf{y}) d \mathbf{t}=0
$$

since the last integral is proportional to $\int_{D} \rho(t) K(t, z) d t=0$, where $z=y_{j^{*}}$ if $j^{*} \in v$, and $z=x_{j^{*}}$ if $j^{*} \in u$. This holds for any $\mathbf{y} \in D_{d}$ and since $H\left(K_{d, v}\right)$ is the completion of $\operatorname{span}\left\{K_{d, v}(\cdot, \mathbf{y}): \mathbf{y} \in D_{d}\right\}$, this completes the proof.

We now return to the general case, i.e., we do not necessarily assume that $1 \notin H(K)$. Observe that (2) yields

$$
\begin{align*}
M_{d}:= & \int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d}(\mathbf{t}, \mathbf{t}) d \mathbf{t}=\gamma_{d, \emptyset} \\
& +\sum_{\emptyset \neq u \subset\{1,2, \ldots, d\}} \gamma_{d, u}\left(\int_{D} \rho(t) K(t, t) d t\right)^{|u|}<\infty . \tag{11}
\end{align*}
$$

This implies that $H\left(K_{d}\right) \subset L_{2, \rho_{d}}\left(D_{d}\right)$ since one can show, similarly as in (3), that for any $f \in H\left(K_{d}\right)$ we have

$$
\begin{equation*}
\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)}:=\left(\int_{D_{d}} \rho_{d}(\mathbf{t}) f^{2}(\mathbf{t}) d \mathbf{t}\right)^{1 / 2} \leqslant\|f\|_{H\left(K_{d}\right)} M_{d}^{1 / 2} . \tag{12}
\end{equation*}
$$

Consider now linear multivariate operators defined over the spaces $F_{d}=H\left(K_{d}\right)$. More precisely, for $d=1,2, \ldots$, let

$$
S_{d}: F_{d} \rightarrow G_{d}
$$

be a continuous linear operator with a separable Hilbert space $G_{d}$. Similarly to [20], we assume that the operator $S_{d}$ is also continuous with respect to the norm of the space $L_{2, \rho_{d}}\left(D_{d}\right)$. That is, there exists a non-negative number $C_{d}$ such that

$$
\begin{equation*}
\left\|S_{d} f\right\|_{G_{d}} \leqslant C_{d}\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)} \quad \forall f \in F_{d} . \tag{13}
\end{equation*}
$$

The multivariate (weighted) approximation problem is defined as a specific instance of the previous problem with $S_{d}=\mathrm{APP}_{d}$ and $G_{d}=L_{2, \rho_{d}}\left(D_{d}\right)$, where $\mathrm{APP}_{d} f=f$ for all $f \in F_{d}$. Clearly, for multivariate approximation, $C_{d}=1$ for all $d$.

Our goal is to approximate elements $S_{d} f$ for $f \in F_{d}$. We approximate $S_{d} f$ by computing finitely many values $L(f)$ of continuous linear functionals belonging to a class $\Lambda$ of permissible functionals from $F_{d}$ to $\mathbb{R}$. We study two classes of $\Lambda$. The first one is $\Lambda=$ $\Lambda^{\text {all }}=F_{d}^{*}$, consisting of all continuous linear functionals, and the second one is $\Lambda=\Lambda^{\text {std }}$, consisting of function evaluations. That is, $L \in \Lambda^{\text {std }}$ iff there exists a $\mathbf{t} \in D_{d}$ such that $L(f)=f(\mathbf{t})$ for all $f \in F_{d}$. Obviously, $L$ is also continuous since $L(f)=\left\langle f, K_{d}(\cdot, \mathbf{t})\right\rangle_{F_{d}}$ and $\|L\|=K_{d}^{1 / 2}(\mathbf{t}, \mathbf{t})$, i.e., $\Lambda^{\text {std }} \subset \Lambda^{\text {all }}$.

For our problems it is known that adaptive choice of linear functionals as well as nonlinear algorithms do not decrease the error more than non-adaptive information evaluations and linear algorithms, see e.g., [11]. That is, for a fixed number $n$ of functional evaluations, the error is minimized by linear algorithms that use non-adaptively chosen linear functionals. Hence, we can restrict our attention to such linear algorithms

$$
A_{d, n}(f)=\sum_{j=1}^{n} L_{j}(f) a_{j}
$$

where $L_{j} \in \Lambda$ and $a_{j} \in G_{d}$ for $j=1,2, \ldots, n$.
The worst case error of the algorithm $A_{d, n}$ is defined as

$$
e^{\mathrm{wor}}\left(A_{d, n}\right):=\sup _{f \in F_{d}} \frac{\left\|S_{d} f-A_{d, n} f\right\|_{G_{d}}}{\|f\|_{F_{d}}},
$$

with a convention $0 / 0=0$. Since $S_{d}$ and $A_{d, n}$ are linear, we obviously have $e^{\text {wor }}\left(A_{d, n}\right)=$ $\left\|S_{d}-A_{d, n}\right\|$. Here the operator norm is from $F_{d}$ to $G_{d}$. This implies that

$$
\left\|S_{d} f-A_{d, n} f\right\|_{G_{d}} \leqslant\|f\|_{F_{d}} \cdot e^{\mathrm{wor}}\left(A_{d, n}\right) \quad \forall f \in F_{d} .
$$

For $n=0$, we formally set $A_{d, 0}=0$ and then $e^{\text {wor }}\left(A_{d, 0}\right)=\left\|S_{d}\right\|$ is the initial error which can be obtained without sampling the functions $f$ from $F_{d}$. We want to reduce this initial error by a factor $\varepsilon \in(0,1)$. We are interested in finding the smallest number $n$ of evaluations for which it is possible. Let

$$
n\left(\varepsilon, S_{d}, \Lambda\right):=\min \left\{n: \exists A_{d, n} \text { using } L_{j} \in \Lambda \text { such that } e^{\operatorname{wor}}\left(A_{d, n}\right) \leqslant \varepsilon\left\|S_{d}\right\|\right\}
$$

Since we are using different spaces and different operator norms, we will sometimes write $\left\|S_{d}\right\|=\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}$ to make it clear what spaces are involved in the operator norm.

As in many papers dealing with tractability, we say that the multivariate problem $\left\{S_{d}\right\}$ is tractable in the class $\Lambda$ if there exist non-negative numbers $C, p$ and $q$ such that

$$
\begin{equation*}
n\left(\varepsilon, S_{d}, \Lambda\right) \leqslant C \varepsilon^{-p} d^{q} \quad \forall \varepsilon \in(0,1) \quad \forall d=1,2, \ldots \tag{14}
\end{equation*}
$$

The numbers $p=p\left(\left\{S_{d}\right\}, \Lambda\right)$ and $q=q\left(\left\{S_{d}\right\}, \lambda\right)$ in (14) are called $\varepsilon$ - and $d$-exponents of tractability; we stress that they are not necessarily uniquely defined.

If $q=0$ in (14) then we say that the multivariate problem $\left\{S_{d}\right\}$ is strongly tractable in the class $\Lambda$. The exponent $p^{\text {str }}\left(\left\{S_{d}\right\}, \Lambda\right)$ of strong tractability is defined as the infimum of numbers $p$ satisfying (14) with $q=0$.

Hence, tractability means that a polynomial number of evaluations in $\varepsilon^{-1}$ and $d$ is enough to reduce the initial error by a factor $\varepsilon$, whereas strong tractability means that this number is bounded only by a polynomial in $\varepsilon^{-1}$ independently of $d$.

## 3. Main results

We present in this section estimates on $n\left(\varepsilon, S_{d}, \Lambda\right)$, and tractability results for spaces equipped with general and finite-order weights for classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$. We begin with estimates on the norm of $\mathrm{APP}_{d}$.

Lemma 2. Recall that $A$ and $B<\infty$ are given by (8) and (2), respectively.

- There exists a number $c_{d} \in[A, B]$ such that

$$
\begin{equation*}
\left\|\operatorname{APP}_{d}\right\|=\left\|\operatorname{APP}_{d}\right\|_{F_{d} \rightarrow L_{2, \rho_{d}}\left(D_{d}\right)}=\left(\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} c_{d}^{|u|}\right)^{1 / 2} \tag{15}
\end{equation*}
$$

- If $A=0$ then

$$
\begin{equation*}
\left\|\operatorname{APP}_{d}\right\|=\left\|\operatorname{APP}_{d}\right\|_{F_{d} \rightarrow L_{2, \rho_{d}}\left(D_{d}\right)}=\max _{u \subset\{1,2, \ldots, d\}}\left(\gamma_{d, u}\|W\|^{|u|}\right)^{1 / 2} \tag{16}
\end{equation*}
$$

where $W: H(K) \rightarrow H(K)$ is given by

$$
W f(x)=\int_{D} \rho(t) K(t, x) f(t) d t \quad \forall x \in D
$$

and $\|W\|=\left\|\mathrm{APP}_{1}\right\|_{H(K) \rightarrow L_{2, \rho}(D)}^{2} \leqslant B$.
Proof. Obviously $A \in[0, B]$ and $B$ is assumed to be finite. From (12) we have $\left\|\mathrm{APP}_{d}\right\| \leqslant$ $M_{d}^{1 / 2}$ and $M_{d}^{1 / 2}$ corresponds to (15) with $c_{d}=B$. Hence, $\left\|\mathrm{APP}_{d}\right\|$ is upper bounded by (15) with $c_{d}=B$. On the other hand, consider the multivariate integration

$$
\mathrm{INT}_{d} f=\int_{D_{d}} \rho_{d}(\mathbf{t}) f(\mathbf{t}) d \mathbf{t} \quad \forall f \in F_{d}
$$

Then $\left\|\mathrm{INT}_{d}\right\| \leqslant\left\|\mathrm{APP}_{d}\right\|$ since $\left|\mathrm{INT}_{d} f\right| \leqslant\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)}=\left\|\operatorname{APP}_{d} f\right\|_{L_{2, \rho_{d}}\left(D_{d}\right)}$. It is well known that

$$
\left\|\operatorname{INT}_{d}\right\|=\left(\int_{D_{d}^{2}} \rho_{d}(\mathbf{t}) \rho_{d}(\mathbf{x}) K_{d}(\mathbf{t}, \mathbf{x}) d(\mathbf{t}, \mathbf{x})\right)^{1 / 2}=\left(\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} A^{|u|}\right)^{1 / 2}
$$

Hence, $\left\|\mathrm{APP}_{d}\right\|$ is lower bounded by (15) with $c_{d}=A$. By continuity of the right-hand side of (15) as a function of $c_{d}$ we conclude that there is $c_{d} \in[A, B]$ for which (15) holds.

Let $W_{d}=\left(\mathrm{APP}_{d}\right)^{*} \mathrm{APP}_{d}: F_{d} \rightarrow F_{d}$. It is known that

$$
\begin{equation*}
W_{d} f(x)=\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d}(\mathbf{t}, \mathbf{x}) f(\mathbf{t}) d \mathbf{t} \tag{17}
\end{equation*}
$$

and $\left\|\operatorname{APP}_{d} f\right\|_{L_{2, \rho}\left(D_{d}\right)}=\left\langle W_{d} f, f\right\rangle_{F_{d}}^{1 / 2}$. Hence, $\left\|\operatorname{APP}_{d}\right\|=\left\|W_{d}\right\|^{1 / 2}$. Using (5) we have

$$
W_{d} f=\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} W_{d, u} f \quad \forall f \in F_{d},
$$

where, as in Lemma 1,

$$
W_{d, u} f(\mathbf{x})=\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d, u}(\mathbf{t}, \mathbf{x}) f(\mathbf{t}) d \mathbf{t} \quad \forall \mathbf{x} \in D_{d} \subset \mathbb{R}^{d m}
$$

We now show that

$$
W_{d, u} f \in H\left(K_{d, u}\right) \quad \forall f \in F_{d}
$$

For $u=\emptyset$, this is trivial since $W_{d, \emptyset} f=\gamma_{d, \emptyset} \int_{D_{d}} \rho_{d}(\mathbf{t}) f(\mathbf{t}) d \mathbf{t} \in H\left(K_{d, \emptyset}\right)$. For $u \neq \emptyset$, let $\left\{e_{k}\right\}$ be an arbitrary orthonormal system of $H(K)$. It is well known that the kernel $K$ is related to $\left\{e_{j}\right\}$ by the formula

$$
K(t, x)=\sum_{k=1}^{\operatorname{dim}(H(K))} e_{k}(t) e_{k}(x) \quad \forall t, x \in D \subset \mathbb{R}^{m}
$$

For the kernel $K_{d, u}$, we have

$$
K_{d, u}(\mathbf{t}, \mathbf{x})=\prod_{j \in u} K\left(t_{j}, x_{j}\right)=\prod_{j \in u}\left(\sum_{k=1}^{\operatorname{dim}(H(K))} e_{k}\left(t_{j}\right) e_{k}\left(x_{j}\right)\right) \quad \forall t_{j}, x_{j} \in D
$$

For $u=\left\{u_{1}, u_{2}, \ldots, u_{s}\right\}$ with $s=|u|$, and $\mathbf{k}=\left[k_{1}, k_{2}, \ldots, k_{s}\right] \in\{1,2, \ldots, \operatorname{dim}(H(K))\}^{s}$, denote $e_{u, \mathbf{k}}\left(\mathbf{x}_{u}\right)=\prod_{j=1}^{s} e_{k_{j}}\left(x_{u_{j}}\right)$ for $\mathbf{x}_{u} \in D_{|u|}$. Then

$$
K_{d, u}(\mathbf{t}, \mathbf{x})=\sum_{k_{1}, k_{2}, \ldots, k_{s}=1}^{\operatorname{dim}(H(K))} e_{u, \mathbf{k}}\left(\mathbf{t}_{u}\right) e_{u, \mathbf{k}}\left(\mathbf{x}_{u}\right)
$$

and therefore

$$
W_{d, u} f(\mathbf{x})=\sum_{k_{1}, k_{2}, \ldots, k_{s}=1}^{\operatorname{dim}(H(K))} e_{u, \mathbf{k}}\left(\mathbf{x}_{u}\right) \int_{D_{d}} \rho_{d}(\mathbf{t}) e_{u, \mathbf{k}}\left(\mathbf{t}_{u}\right) f(\mathbf{t}) d \mathbf{t} .
$$

Since $\left\{e_{u, \mathbf{k}}\right\}$ is an orthonormal system of $H\left(K_{d, u}\right)$, we have

$$
\begin{aligned}
\left\|W_{d, u} f\right\|_{F_{d}}^{2} & =\left\|W_{d, u} f\right\|_{H\left(K_{d, u}\right)}^{2}=\sum_{k_{1}, k_{2}, \ldots, k_{s}=1}^{\operatorname{dim}(H(K))}\left(\int_{D_{d}} \rho_{d}(\mathbf{t}) e_{u, \mathbf{k}}\left(\mathbf{t}_{u}\right) f(\mathbf{t}) d \mathbf{t}\right)^{2} \\
& \leqslant \sum_{k_{1}, k_{2}, \ldots, k_{s}=1}^{\operatorname{dim}(H(K))} \int_{D_{d}} \rho_{d}(\mathbf{t}) f^{2}(\mathbf{t}) d \mathbf{t} \int_{D_{d}} \rho_{d}(\mathbf{t}) e_{u, \mathbf{k}}^{2}\left(\mathbf{t}_{u}\right) d \mathbf{t}_{u} \\
& =\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)}^{2} \int_{D_{|u|}} \rho_{d}\left(\mathbf{t}_{u}\right) K_{d, u}\left(\mathbf{t}_{u}, \mathbf{t}_{u}\right) d \mathbf{t}_{u}=\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)}^{2} B^{|u|} .
\end{aligned}
$$

This proves that $W_{d, u} f \in H\left(K_{d, u}\right)$ and

$$
\left\|W_{d, u} f\right\|_{F_{d}}=\left\|W_{d, u} f\right\|_{H\left(K_{d, u}\right)} \leqslant\|f\|_{L_{2, \rho_{d}}\left(D_{d}\right)} B^{|u| / 2} \quad \forall f \in F_{d}
$$

Assume now that $A=0$, and let $f=\sum_{v \subset\{1,2, \ldots, d\}} \gamma_{d, v} f_{d, v}$ for $f_{d, v} \in H\left(K_{d, v}\right)$. Then, due to Lemma 1,

$$
\begin{equation*}
W_{d, u} f=\gamma_{d, u} W_{d, u} f_{d, u} \tag{18}
\end{equation*}
$$

This means that $W_{d} f=\sum_{u} \gamma_{d, u}^{2} W_{d, u} f_{d, u}$ and

$$
\begin{aligned}
& \|f\|_{F_{d}}^{2}=\sum_{u} \gamma_{d, u}\left\|f_{d, u}\right\|_{H\left(K_{d, u}\right)}^{2} \\
& \left\|W_{d} f\right\|_{F_{d}}^{2}=\sum_{u} \gamma_{d, u}^{3}\left\|W_{d, u} f_{d, u}\right\|_{H\left(K_{d, u}\right)}^{2}
\end{aligned}
$$

Clearly, the norm of $W_{d, u}$ depends only on the cardinality of $u$ and is equal to $\|W\|^{|u|}$. Hence, we have

$$
\left\|W_{d}\right\|=\max _{u} \gamma_{d, u}\left\|W_{d, u}\right\|=\max _{u} \gamma_{d, u}\|W\|^{|u|}
$$

Since $\langle W f, f\rangle_{H(K)}=\|f\|_{L_{2, \rho}(D)}^{2} \leqslant B\|f\|_{H(K)}^{2}$ by (3), we conclude that

$$
\|W\|=\left\|\mathrm{APP}_{1}\right\|_{H(K) \rightarrow L_{2, \rho}(D)}^{2} \leqslant B
$$

This completes the proof.

### 3.1. Upper bounds on $n\left(\varepsilon, S_{d}, \Lambda\right)$

In this subsection, we present upper bounds on the minimal number $n\left(\varepsilon, S_{d}, \Lambda\right)$ for arbitrary weights $\gamma=\left\{\gamma_{d, u}\right\}$. These bounds will allow us to conclude (strong) tractability for finite-order weights and for arbitrary weights satisfying a certain condition. In the next subsection, we present lower bounds on $n\left(\varepsilon, S_{d}, \Lambda\right)$.

Theorem 1. Let $M_{d}$ be given by (11) and $C_{d}$ by (13). Assume there exists a non-negative number $\alpha$ such that

$$
\begin{equation*}
N_{\alpha}:=\sup _{d=1,2, \ldots} \frac{C_{d}\left\|\mathrm{APP}_{d}\right\|}{d^{\alpha}\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}}<\infty \tag{19}
\end{equation*}
$$

Then

$$
\begin{align*}
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{all}}\right) \leqslant d^{2 \alpha} N_{\alpha}^{2} \frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}}\left(\frac{1}{\varepsilon}\right)^{2}  \tag{20}\\
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left\lceil\left(2 d^{2 \alpha} N_{\alpha}^{2} \frac{M_{d}}{\left\|\mathrm{APP}_{d}\right\|^{2}}\right)^{2}\left(\frac{1}{\varepsilon}\right)^{4}\right] \tag{21}
\end{align*}
$$

Proof. We first analyze the class $\Lambda^{\text {all }}$. Our proof will be essentially the same as the proof of Theorem 4.1.1 of [20], which is for the absolute errors, $m=1$, and for a set $D_{d}$ of
finite Lebesgue measure with $\rho_{d}=1$. To cover these differences, and for the sake of completeness we present the modified proof. We start with $\mathrm{APP}_{d}$ and consider the operator $W_{d}$ given by (17). It is known that $W_{d}$ is a compact and self-adjoint operator. Let ( $\lambda_{d, j}, \zeta_{d, j}$ ) be eigenpairs of $W_{d}$, so that $W_{d} \zeta_{d, j}=\lambda_{d, j} \zeta_{d, j}$ with

$$
\lambda_{d, 1} \geqslant \lambda_{d, 2} \geqslant \cdots \geqslant 0 \quad \text { and } \quad\left\langle\zeta_{d, i}, \zeta_{d, j}\right\rangle_{F_{d}}=\delta_{i, j} .
$$

We also have

$$
\left\langle\zeta_{d, i}, \zeta_{d, j}\right\rangle_{L_{2, \rho_{d}}\left(D_{d}\right)}=\left\langle W_{d} \zeta_{d, i}, \zeta_{d, j}\right\rangle_{F_{d}}=\lambda_{d, i} \delta_{i, j}
$$

The sequence $\left\{\zeta_{d, j}\right\}$ forms an orthonormal system of $F_{d}$, and therefore

$$
K_{d}(\mathbf{t}, \mathbf{x})=\sum_{j=1}^{\infty} \zeta_{d, j}(\mathbf{t}) \zeta_{d, j}(\mathbf{x})
$$

Then

$$
M_{d}=\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d}(\mathbf{t}, \mathbf{t}) d \mathbf{t}=\sum_{j=1}^{\infty}\left\langle\zeta_{d, j}, \zeta_{d, j}\right\rangle_{L_{2, \rho_{d}}\left(D_{d}\right)}=\sum_{j=1}^{\infty} \lambda_{d, j} .
$$

Since $j \lambda_{d, j} \leqslant \lambda_{d, j}+\lambda_{d, j-1}+\cdots+\lambda_{d, 1} \leqslant \sum_{i=1}^{\infty} \lambda_{d, i}=M_{d}$, we conclude that

$$
\lambda_{d, j} \leqslant M_{d} j^{-1}
$$

It is known, see [13], that the algorithm

$$
A_{d, n}^{*}(f)=\sum_{j=1}^{n}\left\langle f, \zeta_{d, j}\right\rangle_{F_{d}} \zeta_{d, j}
$$

has the minimal worst case error among algorithms using $n$ evaluations of $f$, and its worst case error is

$$
e^{\mathrm{wor}}\left(A_{d, n}^{*}\right)=\sqrt{\lambda_{d, n+1}} \leqslant M_{d}^{1 / 2}(n+1)^{-1 / 2} .
$$

From this we obtain

$$
\begin{equation*}
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right) \leqslant \frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}}\left(\frac{1}{\varepsilon}\right)^{2} \tag{22}
\end{equation*}
$$

For a general problem $S_{d}$, consider the algorithm $S_{d} A_{d, n}^{*}$. Using (13), we have

$$
\frac{\left\|S_{d} f-S_{d} A_{d, n}^{*} f\right\|_{G_{d}}}{\|f\|_{F_{d}}} \leqslant \frac{C_{d}\left\|f-A_{d, n}^{*} f\right\|_{L_{2, p}\left(D_{d}\right)}}{\|f\|_{F_{d}}} \leqslant \frac{C_{d} M_{d}^{1 / 2}}{(n+1)^{1 / 2}} .
$$

This yields

$$
\begin{align*}
n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{all}}\right) & \leqslant \frac{C_{d}^{2} M_{d}}{\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}^{2}}\left(\frac{1}{\varepsilon}\right)^{2} \\
& =d^{2 \alpha}\left(\frac{C_{d}\left\|\mathrm{APP}_{d}\right\|}{d^{\alpha}\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}}\right)^{2} \frac{M_{d}}{\left\|\mathrm{APP}_{d}\right\|^{2}}\left(\frac{1}{\varepsilon}\right)^{2} \tag{23}
\end{align*}
$$

From (19), we conclude that

$$
n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{all}}\right) \leqslant d^{2 \alpha} N_{\alpha}^{2} \frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}}\left(\frac{1}{\varepsilon}\right)^{2}
$$

which proves (20).
We now analyze the class $\Lambda^{\text {std }}$. For the multivariate approximation problem, we use Theorem 1 of [17] which bounds the $n$th minimal error $e\left(n, \Lambda^{\text {std }}\right)$ of algorithms using at most $n$ function values (information from the class $\Lambda^{\text {std }}$ ) by the $k$ th minimal errors $e\left(k, \Lambda^{\text {all }}\right.$ ) in the class $\Lambda^{\text {all }}$. Namely we have

$$
\begin{equation*}
e\left(n, \Lambda^{\mathrm{std}}\right) \leqslant \min _{k=0,1, \ldots}\left(e^{2}\left(k, \Lambda^{\mathrm{all}}\right)+\frac{M_{d} k}{n}\right)^{1 / 2} \tag{24}
\end{equation*}
$$

As already proved, $e^{2}\left(n, \Lambda^{\text {all }}\right) \leqslant M_{d} /(n+1)$. Hence, taking $k=\lceil\sqrt{n}-1\rceil$ for $n \geqslant 1$ we conclude that

$$
e^{2}\left(n, \Lambda^{\mathrm{std}}\right) \leqslant \frac{2 M_{d}}{\sqrt{n}} .
$$

Using this inequality, we obtain that $e\left(n, \Lambda^{\text {std }}\right) \leqslant \varepsilon\left\|\operatorname{APP}_{d}\right\|$ holds for

$$
\begin{equation*}
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant n=\left\lceil\left(\frac{2 M_{d}}{\left\|\mathrm{APP}_{d}\right\|^{2}}\right)^{2} \frac{1}{\varepsilon^{4}}\right\rceil . \tag{25}
\end{equation*}
$$

For the problem $\left\{S_{d}\right\}$, let us consider the algorithm $S_{d} A_{d, n}(f)=\sum_{j=1}^{n} f\left(\mathbf{t}_{j}\right) S_{d} a_{j}$ with $a_{j} \in F_{d}$. Then

$$
\begin{aligned}
\frac{\left\|S_{d} f-S_{d} A_{d, n}(f)\right\|_{G_{d}}}{\left\|S_{d}\right\|} & \leqslant \frac{C_{d}\left\|\mathrm{APP}_{d}\right\|}{\left\|S_{d}\right\|} \frac{\left\|f-A_{d, n}(f)\right\|_{L_{2, \rho_{d}}\left(D_{d}\right)}}{\left\|\mathrm{APP}_{d}\right\|} \\
& \leqslant d^{\alpha} N_{\alpha} \frac{\left\|f-A_{d, n}(f)\right\|_{L_{2, \rho_{d}}\left(D_{d}\right)}}{\left\|\mathrm{APP}_{d}\right\|} .
\end{aligned}
$$

It is shown in [17] that the estimate (24) on $e\left(n, \Lambda^{\text {std }}\right)$ for multivariate approximation holds for certain algorithms $A_{d, n}$ with $a_{j} \in F_{d}$.

Hence, to solve the multivariate problem $S_{d}$ it is enough to solve the multivariate approximation problem $\mathrm{APP}_{d}$ with $\varepsilon$ replaced by $\varepsilon /\left(d^{\alpha} N_{\alpha}\right)$; and $n\left(\varepsilon, S_{d}, \Lambda^{\text {std }}\right)$ is therefore bounded by $n\left(\varepsilon /\left(d^{\alpha} N_{\alpha}\right), \operatorname{APP}_{d}, \Lambda^{\text {std }}\right)$. This and (25) leads to (21), and completes the proof.

Using Lemma 2 and Theorem 1, we are ready to prove the main result of this paper which shows strong tractability and tractability of multivariate problems $\left\{S_{d}\right\}$ for finiteorder weights, depending on whether $A$ is positive or zero.

Theorem 2. Let $\gamma=\left\{\gamma_{d, u}\right\}$ be arbitrary finite-order weights of order $q^{*}$. Let

$$
\Gamma:=\frac{B}{\left\|\mathrm{APP}_{1}\right\|_{H(K) \rightarrow L_{2, \rho}(D)}^{2}}
$$

- If $A=\int_{D^{2}} \rho(t) \rho(x) K(t, x) d(t, x)>0$ then
${ }^{\circ}$ the multivariate approximation problem is strongly tractable in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$. The exponents of strong tractability satisfy

$$
p^{\mathrm{str}}\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant 2, \quad p^{\mathrm{str}}\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\text {std }}\right) \leqslant 4
$$

and we have

$$
\begin{align*}
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right) \leqslant\left(\frac{B}{A}\right)^{q^{*}}\left(\frac{1}{\varepsilon}\right)^{2},  \tag{26}\\
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {std }}\right) \leqslant\left\lceil 4\left(\frac{B}{A}\right)^{2 q^{*}}\left(\frac{1}{\varepsilon}\right)^{4}\right] \tag{27}
\end{align*}
$$

- the multivariate problem $\left\{S_{d}\right\}$ is strongly tractable in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$, and the exponents of strong tractability satisfy

$$
p^{\mathrm{str}}\left(\left\{S_{d}\right\}, \Lambda^{\mathrm{all}}\right) \leqslant 2, \quad p^{\mathrm{str}}\left(\left\{S_{d}\right\}, \Lambda^{\mathrm{std}}\right) \leqslant 4
$$

whenever (13) holds and

$$
M:=\sup _{d=1,2, \ldots} \frac{C_{d}\left\|\mathrm{APP}_{d}\right\|}{\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}}<\infty .
$$

Furthermore,

$$
\begin{align*}
& n\left(\varepsilon, S_{d}, \Lambda^{\text {all }}\right) \leqslant M^{2}\left(\frac{B}{A}\right)^{q^{*}}\left(\frac{1}{\varepsilon}\right)^{2}  \tag{28}\\
& n\left(\varepsilon, S_{d}, \Lambda^{\text {std }}\right) \leqslant\left\lceil 4 M^{4}\left(\frac{B}{A}\right)^{2 q^{*}}\left(\frac{1}{\varepsilon}\right)^{4}\right] \tag{29}
\end{align*}
$$

- If $A=\int_{D^{2}} \rho(t) \rho(x) K(t, x) d(t, x)=0$ then
${ }^{\circ}$ the multivariate approximation problem is tractable in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$. The exponents of tractability satisfy

$$
\begin{aligned}
& p\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant 2, \quad q\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant q^{*}, \\
& p\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\mathrm{std}}\right) \leqslant 4, \quad q\left(\left\{\mathrm{APP}_{d}\right\}, \Lambda^{\mathrm{std}}\right) \leqslant 2 q^{*}
\end{aligned}
$$

and we have

$$
\begin{align*}
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right) \leqslant \Gamma^{q^{*}}\left(\sum_{j=0}^{q^{*}}\binom{d}{j}\right)\left(\frac{1}{\varepsilon}\right)^{2},  \tag{30}\\
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {std }}\right) \leqslant\left[\left(2 \Gamma^{q^{*}} \sum_{j=0}^{q^{*}}\binom{d}{j}\right)^{2}\left(\frac{1}{\varepsilon}\right)^{4}\right], \tag{31}
\end{align*}
$$

- the multivariate problem $\left\{S_{d}\right\}$ is tractable in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$, and the exponents of tractability satisfy

$$
\begin{aligned}
& p\left(\left\{S_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant 2, \quad q\left(\left\{S_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant q^{*}+2 \alpha, \\
& p\left(\left\{S_{d}\right\}, \Lambda^{\text {std }}\right) \leqslant 4, \quad q\left(\left\{S_{d}\right\}, \Lambda^{\text {all }}\right) \leqslant 2 q^{*}+4 \alpha,
\end{aligned}
$$

whenever (13) holds and there exists a non-negative number $\alpha$ for which

$$
N_{\alpha}:=\sup _{d=1,2, \ldots} \frac{C_{d}\left\|\mathrm{APP}_{d}\right\|}{d^{\alpha}\left\|S_{d}\right\|_{F_{d} \rightarrow G_{d}}}<\infty
$$

Furthermore,

$$
\begin{align*}
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{all}}\right) \leqslant d^{2 \alpha} N_{\alpha}^{2} \Gamma^{q^{*}}\left(\sum_{j=0}^{q^{*}}\binom{d}{j}\right)\left(\frac{1}{\varepsilon}\right)^{2},  \tag{32}\\
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left[\left(2 d^{2 \alpha} N_{\alpha}^{2} \Gamma^{q^{*}} \sum_{j=0}^{q^{*}}\binom{d}{j}\right)^{2}\left(\frac{1}{\varepsilon}\right)^{4}\right] . \tag{33}
\end{align*}
$$

Proof. By (15) of Lemma 2,

$$
\frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}}=\frac{\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} B^{|u|}}{\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} c_{d}^{|u|}} \quad \text { with } \quad c_{d} \in[A, B] .
$$

We now assume that $A>0$. Then $c_{d}$ is also positive and for finite-order weights with $q^{*}$ as its order we have

$$
\begin{equation*}
\frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}}=\frac{\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} c_{d}^{|u|}\left(B / c_{d}\right)^{|u|}}{\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} c_{d}^{|u|}} \leqslant\left(\frac{B}{A}\right)^{q^{*}} \tag{34}
\end{equation*}
$$

Note that for $\mathrm{APP}_{d}$, we have $C_{d}=1$ and (19) holds with $\alpha=0$ and $N_{0}=1$. Then (34) and (20) of Theorem 1 with $\alpha=0$ proves that multivariate approximation is strongly tractable and the estimate (26) on $n\left(\varepsilon, \mathrm{APP}_{d}, \Lambda^{\text {all }}\right)$ holds.

For linear multivariate problem $\left\{S_{d}\right\}$, we note that $N_{0}=M<\infty$. Then (34) and (20) of Theorem 1 yield strong tractability of $\left\{S_{d}\right\}$ and the estimate (28). This concludes the proof for the class $\Lambda^{\text {all }}$ and $A>0$.

Consider now the class $\Lambda^{\text {all }}$ and $A=0$. From (16) of Lemma 2 we know that $\left\|\mathrm{APP}_{d}\right\|^{2}=$ $\max _{u} \gamma_{d, u}\|W\|^{|u|}$. Then for finite-order weights we have

$$
\begin{equation*}
\frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}} \leqslant \frac{\sum_{u} \gamma_{d, u}\|W\|^{|u|}(B /\|W\|)^{|u|}}{\max _{u} \gamma_{d, u}\|W\|^{|u|}} \leqslant \Gamma^{q^{*}} \sum_{u:|u| \leqslant q^{*}} 1=\Gamma^{q^{*}} \sum_{j=0}^{q^{*}}\binom{d}{j}, \tag{35}
\end{equation*}
$$

which is a polynomial in $d$ of degree $q^{*}$. Using (20) of Theorem 1 with $\alpha=0$, we conclude that multivariate approximation is tractable and the estimate (30) on $n\left(\varepsilon, \mathrm{APP}_{d}, \Lambda^{\text {all }}\right)$ holds. As before, we obtain tractability for $\left\{S_{d}\right\}$ and the estimate (32) on $n\left(\varepsilon, S_{d}, \Lambda^{\text {all }}\right)$ by using the bounds on $n\left(\varepsilon /\left(d^{\alpha} N_{\alpha}\right), \operatorname{APP}_{d}, \Lambda^{\text {all }}\right)$. This completes the proof for the class $\Lambda^{\text {all }}$.

We now turn to the class $\Lambda^{\text {std }}$. Assume first that $A>0$. Then (25) and (34) yield

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left\lceil 4\left(\frac{B}{A}\right)^{2 q^{*}} \frac{1}{\varepsilon^{4}}\right\rceil
$$

This proves strong tractability of multivariate approximation in the class $\Lambda^{\text {std }}$ and the estimate (27) on $n\left(\varepsilon, \mathrm{APP}_{d}, \Lambda^{\text {std }}\right)$. Similarly, we obtain strong tractability of $\left\{S_{d}\right\}$ and the estimate (29) by using the bound on $n\left(\varepsilon / N_{0}, \mathrm{APP}_{d}, \Lambda^{\text {std }}\right)$ with $N_{0}=M$.

If $A=0$, then (25) and (35) yield

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left\lceil\left(2 \Gamma^{q^{*}} \sum_{j=0}^{q^{*}}\binom{d}{j}\right)^{2} \frac{1}{\varepsilon^{4}}\right\rceil
$$

This proves tractability of multivariate approximation in the class $\Lambda^{\text {std }}$ and the estimate (31) on $n\left(\varepsilon, \mathrm{APP}_{d}, \Lambda^{\text {std }}\right)$. Replacing $\varepsilon$ by $\varepsilon /\left(d^{\alpha} N_{\alpha}\right)$, we obtain tractability of $\left\{S_{d}\right\}$ and the estimate (33). This completes the proof.

Theorem 2 addresses (strong) tractability of $\left\{S_{d}\right\}$ for arbitrary finite-order weights. It is possible to obtain (strong) tractability of $\left\{S_{d}\right\}$ for other weights satisfying a certain condition. This condition is given in the next theorem.

Theorem 3. Let $A, B, \alpha, N_{\alpha}$ and $W$ be defined as in Lemma 2 and Theorem 1 . Assume there exists a non-negative number $\beta$ such that

$$
\begin{equation*}
\Gamma_{\beta}=\sup _{d=1,2, \ldots .} \Gamma_{\beta, d}<\infty, \tag{36}
\end{equation*}
$$

where

$$
\Gamma_{\beta, d}:=\frac{\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} B^{|u|}}{d^{\beta}\left(\delta_{A, 0} \max _{u \subset\{1,2, \ldots, d\}} \gamma_{d, u}\|W\|^{|u|}+\left(1-\delta_{A, 0}\right) \sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} A^{|u|}\right)} .
$$

Then

- the multivariate approximation problem is strongly tractable if $\beta=0$ and tractable if $\beta>0$ in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$. Furthermore,

$$
\begin{align*}
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right) \leqslant d^{\beta} \Gamma_{\beta}\left(\frac{1}{\varepsilon}\right)^{2},  \tag{37}\\
& n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {std }}\right) \leqslant\left\lceil\left(2 d^{\beta} \Gamma_{\beta}\right)^{2}\left(\frac{1}{\varepsilon}\right)^{4}\right], \tag{38}
\end{align*}
$$

- the multivariate problem $\left\{S_{d}\right\}$ is strongly tractable if $\alpha=\beta=0$, and tractable if $\alpha+\beta>0$ in the classes $\Lambda^{\text {all }}$ and $\Lambda^{\text {std }}$. Furthermore,

$$
\begin{align*}
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{all}}\right) \leqslant d^{2 \alpha+\beta} N_{\alpha}^{2} \Gamma_{\beta}\left(\frac{1}{\varepsilon}\right)^{2}  \tag{39}\\
& n\left(\varepsilon, S_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left\lceil\left(2 d^{2 \alpha+\beta} N_{\alpha}^{2} \Gamma_{\beta}\right)^{2}\left(\frac{1}{\varepsilon}\right)^{4}\right] . \tag{40}
\end{align*}
$$

Proof. To conclude (strong) tractability of $\mathrm{APP}_{d}$ and $S_{d}$, it is enough to use the estimates (20) and (21) of Theorem 1 as well as the bounds on $M_{d} /\left\|\mathrm{APP}_{d}\right\|^{2}$. From Lemma 2 we know that

$$
\frac{M_{d}}{\left\|\operatorname{APP}_{d}\right\|^{2}} \leqslant \frac{\sum_{u} \gamma_{d, u} B^{|u|}}{\delta_{A, 0} \max _{u} \gamma_{d, u}\|W\|^{|u|}+\left(1-\delta_{A, 0}\right) \sum_{u} \gamma_{d, u} A^{|u|}} \leqslant d^{\beta} \Gamma_{\beta} .
$$

From this we get all the estimates of the theorem.
It is easy to check that the condition $\Gamma_{\beta}<\infty$ for some non-negative $\beta$ may hold for weights which are not finite order. For example, consider product weights, see e.g., [10,16]. That is, $\gamma_{d, u}=\prod_{j \in u} \gamma_{d, j}$ for some positive numbers $\gamma_{d, j}$ with $j=1,2, \ldots, d$. If $A \in$ $(0, B)$ then it is easy to check that

$$
a:=\sup _{d=1,2, \ldots} \frac{\sum_{j=1}^{d} \gamma_{d, j}}{\ln (d+1)}<\infty
$$

implies that $\Gamma_{\beta}<\infty$ for $\beta=a(B-A)$.
Another example is for order-dependent weights, see [3]. Then $\gamma_{d, u}=\eta_{d,|u|}$ for some positive $\eta_{d, k}$ with $k=1,2, \ldots, d$. For example, take $\eta_{d, k}=d^{-k}$. Then we have $\Gamma_{0}<\infty$, since

$$
\sum_{u} \gamma_{d, u} B^{|u|}=\sum_{k=0}^{d}\binom{d}{k}\left(\frac{B}{d}\right)^{k}=\left(1+\frac{B}{d}\right)^{d} \leqslant e^{B}
$$

### 3.2. Lower bounds on $n\left(\varepsilon, S_{d}, \Lambda\right)$

In this section, we prove lower bounds on $n\left(\varepsilon, S_{d}, \Lambda\right)$ which show that some bounds from the previous section are sharp. Since $n\left(\varepsilon, S_{d}, \Lambda^{\text {std }}\right) \geqslant n\left(\varepsilon, S_{d}, \Lambda^{\text {all }}\right)$ we restrict ourselves to the class $\Lambda^{\text {all }}$. Furthermore, since the multivariate approximation problem plays an essential role in our analysis, we present lower bounds only for $S_{d}=\mathrm{APP}_{d}$.

In particular, we will check that the estimates of Theorem 2 for arbitrary kernels $K$ and finite-order weights are sharp in the following sense. For $A>0$, Theorem 2 states strong tractability for multivariate approximation, although the estimate on $n\left(\varepsilon, \mathrm{APP}_{d}, \Lambda^{\text {all }}\right)$ depends exponentially on the order $q^{*}$. We show that this exponential dependence is indeed present for some kernels $K$ and some finite-order weights, and that the exponential dependence is through $(B / A)^{q^{*}}$, as in the estimate (26).

We now present such an example. Let $m=1, D=[0,1]$ and $\rho(t)=1$ for all $t \in[0,1]$. For a positive integer $k$, consider the kernel

$$
K(t, x)=1+2 \sum_{j=1}^{k}(\sin (2 \pi j t) \sin (2 \pi j x)+\cos (2 \pi j t) \cos (2 \pi j x)) .
$$

Then $H(K)=\operatorname{span}\{1, \sin (2 \pi x), \cos (2 \pi x), \ldots, \sin (2 \pi k x), \cos (2 \pi k x)\}$. We have $A=1$ and $B=1+2 k$. The operator $W$ is now given by

$$
\begin{aligned}
W f(x)= & \int_{0}^{1} f(t) d t+2 \sum_{j=1}^{k}\left(\sin (2 \pi j x) \int_{0}^{1} \sin (2 \pi j t) f(t) d t\right. \\
& \left.+\cos (2 \pi j x) \int_{0}^{1} \cos (2 \pi j t) f(t) d t\right)
\end{aligned}
$$

It is easy to check that $W f=f$ for all $f \in H(K)$. Thus, $W$ has the eigenvalue 1 of multiplicity $1+2 k$. Observe that the $j$-fold tensor product operator $W_{j}$ of $W$ has $(1+2 k)^{j}$ eigenvalues equal to 1 .

For a given $q^{*}$ and $d \geqslant q^{*}$, consider weights $\gamma_{d, u}=0$ for all $u$ except for $u=u^{*}=$ $\left\{1,2, \ldots, q^{*}\right\}$ with $\gamma_{d, u^{*}}=1$. Then the approximation problem over $H\left(K_{d}\right)$ is equivalent to the approximation problem over $H\left(\prod_{j=1}^{q^{*}} K\left(t_{j}, x_{j}\right)\right)$. This approximation problem is of norm 1 , and $n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right)$ is equal to the total number of eigenvalues of $W_{q^{*}}$ larger than $\varepsilon^{2}$. For $\varepsilon<1$ we have

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\text {all }}\right)=(1+2 k)^{q^{*}}=\left(\frac{B}{A}\right)^{q^{*}}
$$

This proves that the exponential dependence on $q^{*}$ via $(B / A)^{q^{*}}$, as in (26), is sharp in general.

For $A=0$, Theorem 2 states tractability, but not strong tractability, of multivariate approximation for arbitrary kernel $K$ and finite-order weights. We show that indeed strong tractability does not hold for some finite-order weights. We also show that the degree of the dependence on $d$ is $q^{*}$ as in the estimate (30).

Thus, consider the multivariate approximation problem with $A=0$. From (9) we know that $1 \notin H(K)$. Let $\left(\lambda_{j}, \zeta_{j}\right)$ be the eigenpairs of $W$, so that $W \zeta_{j}=\lambda_{j} \zeta_{j}$ with
$\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geqslant 0$, and $\left\langle\zeta_{i}, \zeta_{j}\right\rangle_{H(K)}=\delta_{i, j}$. We have $\lambda_{1}=\|W\|$, and since $K$ is nonzero we have $\lambda_{1}>0$. We take finite-order weights $\gamma_{d, u}=1 / \lambda_{1}^{|u|}$ for all $|u| \leqslant q^{*}$. Then $\left\|\mathrm{APP}_{d}\right\|=1$ by (16).

For $u=\emptyset$ we take $\zeta_{\emptyset}(\mathbf{x})=1$. For any $k=1,2, \ldots, q^{*}$ and any $u=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\} \subset$ $\{1,2, \ldots, d\}$, define

$$
\zeta_{u}(\mathbf{x})=\prod_{j=1}^{k} \zeta_{1}\left(x_{u_{j}}\right)
$$

For $d \geqslant q^{*}$, we consider the operator $W_{d}$ and conclude from (18) that

$$
W_{d} \zeta_{\varnothing}=\zeta_{\varnothing}, \quad W_{d} \zeta_{u}=\zeta_{u}
$$

This means that the orthogonal functions $\zeta_{\varnothing}, \zeta_{u}$ are eigenfunctions of $W_{d}$ and 1 is the eigenvalue of $W_{d}$ of multiplicity $\sum_{u:|u| \leqslant q^{*}} 1$. Therefore for $\varepsilon<1$ we have

$$
n\left(\varepsilon, \operatorname{APP}_{d}, \Lambda^{\mathrm{all}}\right) \geqslant \sum_{j=0}^{q^{*}}\binom{d}{j}
$$

This shows that strong tractability does not hold, and that we have a polynomial dependence on $d$ with order $q^{*}$, exactly as in the upper bound estimate (30).

## 4. Multivariate integration

In this section we consider the multivariate integration problem in which

$$
S_{d} f=\operatorname{INT}_{d} f=\int_{D_{d}} \rho_{d}(\mathbf{t}) f(\mathbf{t}) d \mathbf{t} \quad \forall f \in H\left(K_{d}\right)
$$

Recall that

$$
\left\|\mathrm{INT}_{d}\right\|^{2}=\int_{D_{d}^{2}} \rho_{d}(\mathbf{t}) \rho_{d}(\mathbf{x}) K_{d}(\mathbf{t}, \mathbf{x}) d(\mathbf{t}, \mathbf{x})=\sum_{u \subset\{1,2, \ldots, d\}} \gamma_{d, u} A^{|u|}
$$

In particular, if $A=0$ then $\left\|\mathrm{INT}_{d}\right\|^{2}=\gamma_{d, \emptyset}$; in this case, we will assume that $\gamma_{d, \emptyset}>0$ to make multivariate integration non-trivial.

For the class $\Lambda^{\text {all }}$, the multivariate integration problem is not interesting since $\mathrm{INT}_{d} \in \Lambda^{\text {all }}$ and $n\left(\varepsilon, \operatorname{INT}_{d}, \Lambda^{\text {all }}\right)=1$ for all $\varepsilon \geqslant 0$. For the class $\Lambda^{\text {std }}$ we may apply Theorem 2 . For example, to apply (28) we note that $C_{d}=1$. Hence, for finite-order weights with $A>0$ we have

$$
\frac{\left\|\mathrm{APP}_{d}\right\|^{2}}{\left\|\mathrm{INT}_{d}\right\|^{2}}=\frac{\sum_{u} \gamma_{d, u} c_{d}^{|u|}}{\sum_{u} \gamma_{d, u} A^{|u|}} \leqslant\left(\frac{B}{A}\right)^{q^{*}}
$$

Then (28) states that $\left.n\left(\varepsilon, \mathrm{INT}_{d}, \Lambda^{\text {std }}\right) \leqslant \Gamma 4(B / A)^{6 q^{*}}\right\rceil \varepsilon^{-4}$. This estimate may be significantly improved when the multivariate integration problem is analyzed directly without
relating this problem to the results of Theorem 2 for the multivariate approximation problem.

In order to do this, we will use the estimate from [21], formula (20), which states that

$$
n\left(\varepsilon, \mathrm{INT}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left(\frac{\int_{D_{d}} \rho_{d}(\mathbf{t}) K_{d}(\mathbf{t}, \mathbf{t}) d \mathbf{t}}{\int_{D_{d}^{2}} \rho_{d}(\mathbf{t}) \rho_{d}(\mathbf{x}) K_{d}(\mathbf{t}, \mathbf{x}) d(\mathbf{t}, \mathbf{x})}-1\right)\left(\frac{1}{\varepsilon}\right)^{2}
$$

In our case, we have

$$
n\left(\varepsilon, \mathrm{INT}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left(\frac{\sum_{u} \gamma_{d, u} B^{|u|}}{\sum_{u} \gamma_{d, u} A^{|u|}}-1\right)\left(\frac{1}{\varepsilon}\right)^{2}
$$

This estimate yields the following theorem.
Theorem 4. Consider multivariate integration defined over $H\left(K_{d}\right)$ with arbitrary weights.

- Let $A>0$. The multivariate integration problem is strongly tractable for arbitrary finiteorder weights of order $q^{*}$ and

$$
n\left(\varepsilon, \operatorname{INT}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant\left(\left(\frac{B}{A}\right)^{q^{*}}-1\right)\left(\frac{1}{\varepsilon}\right)^{2}
$$

- Let $A=0$. If

$$
\Gamma_{\beta}=\sup _{d=1,2, \ldots .} \frac{1}{d^{\beta}} \sum_{\emptyset \neq u \in\{1,2, \ldots, d\}} \frac{\gamma_{d, u}}{\gamma_{d, \emptyset}} B^{|u|}<\infty
$$

for some non-negative $\beta$, then the multivariate integration problem is strongly tractable if $\beta=0$ and tractable if $\beta>0$, and

$$
n\left(\varepsilon, \operatorname{INT}_{d}, \Lambda^{\mathrm{std}}\right) \leqslant d^{\beta} \Gamma_{\beta}\left(\frac{1}{\varepsilon}\right)^{2}
$$
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